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Abstract— In the modern era, road accident is very common
and there are lots of casualties happen. The major reason is
drowsiness of drivers which should be rectified at real time. One
of these is drowsiness in drivers. A little tiredness could cause a
catastrophic accident with many fatalities. Many lives could be
saved if a device could instantly detect a driver's alertness and
tiredness. Different behaviours, such as expanding the mouth
wide, closing both eyelids and a combination of the two, can be
used to identify drowsiness. It may be suggested not to drive while
fatigued. Drowsiness can be identified in real time using a variety
of techniques, but accuracy is important. The proposed system is
based on Landmark Predicator algorithm in Deep Neural
Network. A computer vision task called "facial landmark
detection' identifies and tracks significant points on a person's
face. Dlib is a library for using computer vision and machine
learning techniques. Because the model will predict continuous
values, ensemble regression trees are the foundation of the
model. The iBUG-300 W dataset, which includes photos and their
accompanying 68 face landmark points, served as the basis for
training this model. The nose, the eyes, the mouth, and the edge
of a face are often those landmarks.

Keywords— Landmark Predicator, Deep Neural Network,
Machine Learning, Drowsiness Detection, Face Detection, Eye
Detection, Computer Vision.

I. INTRODUCTION

A vehicle safety device called driver sleepiness detection
aids in preventing incidents that could have been avoided.
According to numerous studies, weariness may be a factor in
up to 50% of certain types of roads and up to 20% of all
accidents involving vehicles. Some of the devices in use
today can recognise drowsy driving by studying the patterns
of the driver. Driving while fatigued increases the risk of
collisions and accidents. Driving while fatigued increases the
risk of collisions and accidents. Every year, many people
lose their lives in car accidents as a result of drowsy driving
brought on by lack of sleep, intoxication, drug and alcohol
misuse, heat exposure, or drinking. Various technologies for
driving assistance are available from automakers like Tesla,
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Mercedes-Benz, and others, including lane departure
warning, emergency braking systems, variable cruise control,
and steering assistance. These developments have helped
drivers reduce the likelihood of crashes. By detecting face
traits and trends, Samsung has looked at how attentive a
driver is. However, the majority of these technologies are
exclusive and only available in expensive vehicles. These
procedures for identifying tiredness can be broken down
based on several criteria, including the vehicle context,
behavioural patterns, and physiological factors. Drowsiness
can be detected using a variety of techniques that have been
established in the past. Based on vehicle-based sleepiness
identification methods, lane changes, steering wheel rotation,
speed, and pedal compressions are observed [1].

\

Fig. 1. Drowsiness while Driving [2]
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The number of safety systems in cars and other vehicles has
increased, and many of them are now required, yet none of
them can prevent a driver from falling asleep at the wheel,
even for a little period of time. We will therefore construct a
Driver Drowsiness Detection System today. The problem of
shape prediction includes the subset of recognising facial
landmarks. A shape predictor aims to identify important
points of interest along the shape given an input image (and
typically a ROI that identifies the object of interest). The
actual algorithm that was employed to find the face in the
image is irrelevant in either scenario. Instead, what matters
is that we discover the face bounding box—that is, the (X,
y)-coordinates of the face in the picture—by some means
[2]. The dlib data and mathematical functions are handled
using Numpy. We can collect webcam frames with the aid
of Opencyv, edit them, and then display the edited frames.
The open source Dlib toolkit was created in C++ and
includes a number of machine learning models that have
been optimised. Dlib is preferred over other libraries and
building your own model because it is somewhat accurate,
quick, thoroughly explained, and accessible for academic,
research, and even commercial use. Because the goal of this
project is not to train a neural network, we will use the dlib
python wrapper even if Dlib's accuracy and performance are
equivalent to those of the most cutting-edge neural networks

[3].
Il. RELATED WORKS

A. Related Works

Zuopeng Zhao et al. [4] proposed driver fatigue detection
using EM-CNN. It is anticipated that the method for
detecting driver fatigue based on cascaded MTCNN and
EM-CNN will be crucial in preventing car accidents brought
on by driver drowsiness. We apply the MTCNN architecture
of a hierarchical convolutional network for face detection
and feature point localization, which generates the facial
bounding box and the five feature points of the left and right
eyes, nose, and left and right mouth corners. The feature
points are used to extract the ROI from the driver image.
This research suggests the use of an EM-CNN-based
detection approach to assess the condition of the lips and
eyes. The proposed technique showed good accuracy and
robustness to real driving environments in an experimental
evaluation.

Elena Magén et al. [5] proposed a framework which is based
on deep learning. Deep learning is a key component of both
of the proposed implementations for a driver drowsiness
detection system in this paper. In this work, a full sequence
of 60 s is used to determine if a driver is weary or not
throughout the past minute. These systems employ
photographs of the driver to identify fatigue symptoms
rather than predicting whether a driver is fatigued or not
from a single image. A convolutional neural network and a
recurrent neural network are combined in the first suggested
approach to estimate the driver's level of tiredness using a
deep learning model. The second method uses deep learning
and artificial intelligence to preprocess the data before
employing the fuzzy inference system to calculate the
amount of weariness.

Rajamohana S.P. et al. [6] proposed driver drowsiness
detection system using CNN and BILSTM. The suggested
project involves identifying facial landmarks from pictures
taken while a person is operating a vehicle using a camera
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mounted on the vehicle and giving the information to a
competent model to determine the driver's condition. The
driver would be alerted to halt the car to avoid accidents if
the data collected was found to reveal indicators of
intoxication. The hybrid CNN BIiLSTM technique is
suggested for open eye driver drowsiness detection. The
performance of the suggested approach is satisfactory, while
nighttime web camera use may be made more effective. It
has been demonstrated that the CNN BIiLSTM method
performs well in low-resolution images for a variety of eye
positions. Data collection for all stages of eye openings and
eyeglass samples was divided into 70% for preparation and
30% for testing. A shape predictor using Euclidean
algorithms can be used to determine the driver's head and
eye positions. When applied to photographs with different
backgrounds and lighting, this technique produces amazing
results. Therefore, the suggested system can determine
whether your eyes are open or closed. An alert call may be
made to the driver if the eyes are closed for an extended
period of time. When the system notices drowsiness, it
immediately calls the driver to warn them. When this
technology detects tiredness, it will alert the driver almost

immediately.
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Fig. 2. Work Flow of the System [6]

Jagendra Singh et al. [7] proposed a driver drowsiness
detection using deep learning. The motorist is alerted by the
framework caution. As the framework is used, an infrared
camera will be added to capture the video stream, making it
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less intrusive, and a modified signal will be added to alert
the driver. The device can accommodate many users at
various distances from the webcam and under varying
lighting conditions. The decade's spotlight is on driver
assistance systems, where many innovative ideas are being
combined to create the safest product. These systems should
be able to detect when a motorist needs some assistance in
order to focus on driving again rather than becoming tired,
drowsy, or distracted when using a cell phone. Yuvraj
Suryawanshi et al. [8] proposed a system which is based on
LBP and Haar algorithm. The suggested solution provides
us with a real-time analysis of drowsiness detection when
outdoors with effective brightness toward the face. This
technology achieves the main objective of identifying driver
inattentiveness while driving to prevent traffic accidents.
The LBP method was used to identify the face region, the
Haar algorithm to identify the eye region, and the AdaBoost
algorithm in conjunction with the specially designed Haar
cascade to identify eye blinking. The system immediately
provides us with the output in real-time as it recognises the
face, eye location, and eye blinking. The technology is
unable to detect driver tiredness under low light conditions,
low brightness, or in the dark.

111. PROPOSED WORK & IMPLEMENTATION

Proposed work is able to detect driver drowsiness at real
time by using Landmark Predicator in Deep Neural Network.
System is also able to recognize facial features and classify
them for drowsiness detection. System is also monitoring
motions at real time for current transition and alert when
drowsiness has been detected. System is able to sense
whether the eyes are open or not for certain limit of time. It
is helpful for getting prior notification if drowsiness has been
detected or in a simple word it may helpful for monitoring
against road accidents related to the drowsiness. Proposed
system is intelligent enough to identify the facial features. If
the ratio satisfy the threshold value then it will be correctly
considered as drowsiness. System can work at real time with
less processing time and respond immediately when
transition occurred. Co-ordinates have been updated as per
the face appeared at real time. Only contouring area can
detect the density and rest area is not considered as region of
interest but motion can be detected in entire frame. The
proposed technology aims to identify drowsy driving in order
to prevent casualties from accidents. The system can detect
real-time facial expressions and determine if drowsiness is
present or not. The system is also capable of classifying
facial features for tiredness detection.
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The system also continuously monitors motions for current
transitions and alerts when drowsiness is found. The system
is able to detect whether or not the eyes are open. In other
words, it may be helpful for monitoring against vehicle
accidents connected to drowsiness. It is useful for receiving
advance information if drowsiness has been discovered.
This project's goal is to identify and warn users when they
are feeling sleepy or drowsy, which can significantly reduce
the number of accidents that are caused by driving while
fatigued or sleep-deprived. Highways around the world are
used by millions of people every day and night. This
includes persons who frequently labour for very long
stretches of time and are susceptible to accidents because
they are sleepy or drowsy, such as taxi, cab, bus, and truck
drivers. The plan is to develop a visual system that will
assess the driver's level of attentiveness or drowsiness using
tools like Deep Neural Networks and other image analysis
techniques. Here, in order to detect whether the driver is
drowsy or not, we are considering the eye aspect ratio and
yawn characteristics. The eye aspect ratio and lip-distance
are calculated when the eye coordinates and mouth
coordinates are taken from the frame using the Dlib Python
package. The driver is alerted to whether or not they are
drowsy if either the eye aspect ratio falls below a
predetermined critical value or the yawn surpasses a crucial
threshold.

A. Landmark Predicator

In the computer vision problem of "facial landmark
recognition,” a model must forecast key points that
correspond to areas or landmarks on a human face, such as
the eyes, nose, mouth, and other features. Other computer
vision tasks, such as head pose estimation, determining gaze
direction, recognising facial movements, and switching
faces, can be carried out using facial landmark identification
as a basis job. This is a unique shape predictor model that
has been trained to recognise 81 landmarks for facial
features in any image. It is trained using 68 face landmark
shape predictor from dlib. | added an additional 13
landmarks to the original 68 facial features to cover the area
around the forehead. This makes it possible to accurately
detect heads and perform picture operations that call for
points along the top of the head, like putting a hat on
someone's head. Many auto accidents are the result of
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fatigued drivers, and smart cars' emergency stopping
systems don't always work. It's helpful to keep an eye out
for indicators of driver drowsiness to prevent accidents. For
instance, a computer vision model might analyse video
feeds from a car camera that recognises indicators of fatigue
or inattention in the driver's face. If the driver isn't paying
enough attention to the road, the model may send a warning.
While wearable ECG tracking devices and built-in
movement tracking systems can serve a similar purpose, a
computer vision solution is easier and less obtrusive. Using
facial landmark inputs, neural networks can learn to
recognise tiredness in drivers' faces. As an alternative,
although training takes longer, a MobileNetV2 architecture
can identify driver weariness in video streams without
landmark detection. Dataset labelling for training can be
made simpler with the aid of CNN-based landmark
detection. Driver monitoring systems, however, may be
impacted by the neural network's inference speed and the
calibre of mobile devices. Consequently, landmark detection
algorithms provide a superior answer.
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Fig. 4. a) Facial Landmarks, b) Landmark points [9]

Based on a small number of photos with annotated facial
landmarks, face animation algorithms use facial landmark
identification to create animated figures. These algorithms
can create additional frames for video games and cinema.
Another use is to change the audio track in dubbed movies
to match the face movements. The area around the mouth
can be replaced with a modified 3D model using a facial
landmark detection method. For lip-syncing jobs, the
Pix2PixHD neural network is helpful, while the DeFA
algorithm may create a complete 3D face mesh. Face
representations can be created utilising borders and facial
landmarks by using the Dlib package. When training,
FReeNet can generate reenactments between several people
utilising a Unified Landmark Converter module. From
source and target photos, the PFLD algorithm may extract
facial landmarks, which a GAN can then use to create new
images with richer facial information. In this use case,
algorithms are used to verify, recognise, and cluster faces
(grouping similar faces). The best algorithms enhance facial
recognition by using face preprocessing and face alignment.
These techniques frequently locate landmarks and recognise
faces using multi-task cascaded convolutional networks
(MTCNN).
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Fig. 5. Block Diagram of Proposed System [5]

B. Landmark Predicator Algorithm

Input: 3-D Image Matrix
Output: Face geometry
Step 1: Initialize input matrix |
Step 2: Define data points of image |
X = (X1, X2, X3--xn)
y = (Y1, Y2, ¥3-Yn)
z2= (21, 22, 23..Zn)
Step 3: Apply histogram equalization
number of Pixel Intensity n

P, = n=01...

L—-1
Total number of pixels

Pnis the affected pixel values after histogram equalization
Step 4: Extract facial features to locate face from image
Step 5: Predicator detects key points from face

Step 6: Extract geometric shape and create bounding box

Step 7: if left eye = close || right eye = close then
Drowsiness Predicted;
elseif mouth = open || left eye = close || right eye =
close then
Drowsiness Predicted:;
else
No Drowsiness Predicted;
end else
end if
Step 8: End

First of all initialize the input image matrix and then collect
the data points to localize the target area. Then histogram
equalization has been applied to enhance the visibility of
image. Then facial features have been extracted to locate
face from image. Then predicator detects the data points and
face geometry has been extracted to create bounding box
around the features. Then predictions are based on
drowsiness symptoms.

C. Flow Chart
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Fig. 6. Flow Chart

In flow chart, first of all video sequence frame will be
acquired for feature extraction. Then it will rectify whether
frame is about to end or not, if it becomes end then the
process will get expired otherwise process get accessed till
frames acquisition. Then histogram equalization has been
applied once the frame is acquired. Then feature extraction
has been done. Then system localize the face to extract the
face geometry and then feature will be segmented and it will
further check the value with threshold and if it satisfy the
threshold vale then drowsiness is detected otherwise no
drowsiness will be detected. If 7 frames are continuously
monitor the drowsiness then it declares the drowsiness
otherwise it can be considered as the normal condition.

IV. RESULT ANALYSIS
A. Result Simulation

Result is based on True Positive, True Negative, False
Positive  and False Negative. True positive means; if a
frame contains drowsiness and system detected it correctly
with drowsiness. True negative means; if a frame does not
contain drowsiness and system detected it correctly with no
drowsiness. False positive means; if a frame does not
contain drowsiness and system detected it incorrectly as
drowsiness. False negative means; if a frame contains
drowsiness and system detected it incorrectly as no
drowsiness. The result will be computed through confusion
matrix.
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Fig. 7. Result Console

T
Specificity = FPLIN * 100 %
Precision = L * 100 %
TP + FP
Accuracy = TP+ TN * 100 %
TP + FP+ TN + FN
F1 = L *100 %
2TP + FP+ FN
Recall = FN—+TP * 100 %

Table No. | Result Analysis

Terms Proposed
True Positive 36
True Negative 283
False Positive 2
False Negative 3
Total Frames 324

Accuracy in % 98.46
Precision in % 94.74
Recall in % 92.30




Flin %

9351

Specificity in %

99.30

Table No. 1l Result Comparison

recognition. Automatic Drivers Drowsiness Detection is a
useful concept for implementing safe driving that may
aware drivers for any type of accidental casualties. The aim
of this study is to address a solution to one of the major
causes of the road accident. System achieved high level of
accuracy as compare to the earlier proposed systems. In
future the accuracy can be enhanced and ability of
drowsiness detection can be more precise by adapting more

Rajamohana S.P. [6] Proposed

Method CNN_BILSTM DNN_LP
Accuracy in % 94 98.46
Precision in % 90.67 94.74
Recall in % 96 92.30

Table 1l shows the result comparison with previous result
where 94.00 % of accuracy has been obtained which is
better lesser than the proposed system which is 98.46. The
precision of the previous system is 90.67 % which is also bit
lesser than the proposed system which is 94.74 %. The
recall value of previous system is 96 % which is higher than
the proposed system which is 92.30 % because it has bit
higher flase negative rate as compare to the previous system.
So, the overall accuracy has been recorded as 98.46 % after
experiments. In proposed system, 324 frames have been
tested that resulted 36 as drowsiness, 283 as non drowsiness.

100
98
96
94
92
90
88
86

m Rajamohana S.P.
[6]

® Proposed

Fig. 8. Result Comparison

V. CONCLUSION & FUTURE SCOPE

The proposed system enhanced the accuracy of detecting the
facial features even at the real time. Landmark predicator
has been modified with certain libraries that enhances the
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