
6 
IJSRTM-2583-7141 

 

 

 
 
 

 
 
 
 

https://www.ijsrtm.com 
Vol.3 Issue 4 Dec 2023: 06-12 

Published online 11 December 2023 

International Journal of Scientific Research 
in Technology & Management 

 

 

 

 

 

 

 

 

A Comprehensive Review on Automatic Soil 

Classification in Image Processing 
 

Abhishek Dubey  
Dept. of Computer Science & Engineering 

Oriental Institute of Science & Technology  

Bhopal, Madhya Pradesh, India 
dabhishek911@gmail.com 

 Shrikant Zade 
Dept. of Computer Science & Engineering 

Oriental Institute of Science & Technology  

Bhopal, Madhya Pradesh, India 
cdzshrikant28@gmail.com

Abstract— Soil classification is the segmentation approach 

based on its features such as textural, geographical, chemical 

and physical. Since the soil stores are endlessly fluctuated 

component in this world, it has not been found imaginable to 

make a general arrangement of soil classification for separating 

soils into different gatherings and subgroups based on their 

significant list of properties. Be that as it may, helpful 

frameworks in view of a couple of recorded properties that have 

been formulated. A portion of these frameworks are in such 

normal use by workers in different fields including soils that the 

architect should have essentially overall information on them. 

Simultaneously it is fundamental for remember that no 

framework can satisfactorily portray soil of all designing 

purposes. Soil classification is the detachment of soil into classes 

or gatherings each having comparative qualities and possibly 

comparable conduct. A classification for the end goal of 

designing should be founded principally on mechanical 

properties, for example penetrability, firmness, strength. The 

class to which a soil has a place can be utilized in its portrayal. 

The intention of this paper is to review various earlier 

implemented systems that classify the soil on the basis of textural 

properties. Many of the systems are based on machine learning 

approaches where they use deep neural networks. But the 

problem with the deep neural network is that if utilized network 

has been not used then weight of the network might be bulky that 

increase the size of the network and system get slower to execute 

and training and testing may take long time.            

Keywords— Soil Classification, Soil Identification, Image 

Processing, Textural Data, Soil Analysis, Feature Extraction, 

Clustering. 

I. INTRODUCTION 

Soil is the loose surface material that covers most land. It 
includes inorganic particles and regular matter. Soil offers 
the essential assistance to plants used in agribusiness and is 
also their wellspring of water and enhancements. Soils 
vacillate amazingly in their manufactured and real properties. 
Cycles like sifting, suffering and microbial development 

combines to make a whole extent of different soil types. 
Each type has explicit characteristics and shortcomings for 
cultivating creation. The actual qualities of soils incorporate 
surface, shading, profundity, structure, porosity-the space 
between the particles and stone substance. Good soil 
structure adds to soil and establish prosperity allowing water 
and air advancement through the soil profile. Soil stores 
water for plant advancement and supports machine and 
animal traffic. While a couple of soils are regularly best 
coordinated over others, a few real credits of soils can be 
changed with adequate organization. Screen the real ascribes 
of soil to appreciate soil condition. Ensure that organization 
practices are not adding to the root of the soil. A delineation 
of this is outrageous traffic causing compaction and 
diminishing the proportion of macropores, or spaces between 
the sums, therefore reducing the proportion of air and water 
into and through the soil. The blend of mineral segments 
(rock, sand, sediment and soil particles) and normal matter 
division give soil its surface. Surface grades depend on the 
proportion of earth, sand, residue and regular matter present 
[1].   

 

Fig. 1. Soil Classification Steps [2] 
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Fig. 1 shows the traditional method of extracting textures or 

features of the soil and step including in classification. 

Image processing is a field where object can be classified as 

per its appearance or features on it. Soil can be classified by 

using image processing tools with high accuracy. Image is a 
two dimensional signal with having X and Y coordinates. 

The coordinates represent the location of the pixel of 

textures present in the image. There are several approaches 

have been adopted to identify or classify the soil whether it 

is clay, clay peat, slit, sandy and many more [3]. There is a 

necessity of computer vision based soil classification 

procedures which will help ranchers in the field through 

which they can deal with the time. This paper discusses 

different computer vision based soil classification rehearses 

partitioned into two streams. First is image handling and 

computer vision based soil classification approaches which 

incorporate the regular image handling calculations and 
techniques to group soil utilizing various highlights like 

surface, shading, and molecule size. Second is deep learning 

and machine learning based soil classification draws near, 

for example, CNN, which yields classifying edge outcomes. 

Deep learning applications for the most part lessen the 

reliance on spatial-structure plans and preprocessing 

procedures by working with the start to finish process. This 

paper likewise presents a few information bases made by the 

specialists as per the target of the review. Information bases 

are made under various ecological and enlightenment 

conditions, utilizing various apparatuses like computerized 
cameras. Likewise, assessment measurements are 

momentarily examined to design a few evaluated measures 

for separation. This audit fills in as a short manual for new 

analysts in the field of soil classification, it gives essential 

agreement and general information on the advanced feature 

explores, notwithstanding capable scientists thinking about a 

few powerful patterns for future work [3].   

II. LITERATURE REVIEW 

A. Related Works 

This section is intended to review various researches and 

their results and identify certain common problem findings 

with them. System’s precision is often significant because 

precise classification and identification can help the 
agribusiness organizations and individuals. However, many 

examinations have assessed the precision and consistency of 

the soil classification using various techniques. This 

examination starts by evaluating the verifiable advancement 

of soil classification science. The verifiable audit 

contextualizes the wordings and the speculations of soil 

development factors, which supported soil classification 

frameworks. This paper is intended to review some research 

papers on soil classification and analyze the limitations of 

implemented techniques by their parameters. In the age of 

digital world, it is beneficial to obtain the information from 

image without any hassle. Shraddha Shivhare et al. [4] 
implemented a system which is based on Gabor Wavelet 

and Support Vector Machine. Author uses conventional 

support vector machine for classifying the soil images. 

System also uses Gabor Wavelet for extracting the texture 

of the image and process accordingly. System targeted 7 

categories of soil and classified with each 11 trails along 

with 500 iterations. But conventional SVM is not effective 

the non-linear data that may produce incorrect recognitions. 

 

Fig. 2. System Interface [4] 

Vijay E V et al. [5] implemented a system that is based on 

Support Vector Machine. The image processing ideas are 

demonstrated as effective techniques for mechanizing this 

errand. Various calculations exist for soil classification yet 

soil classification with high exactness and with less 

consumption is testing process. In this paper, the 

computerization is proceeded according to the system. Here 

seven unique classes of soil were thought of and these soils 

were handled. Furthermore the exactness is additionally 

determined. In this paper, it is seen that Modified Support 
Vector Machine can work in a productive way with better 

precision level. MATLAB programming functioned as a 

productive apparatus for the improvement of proposed 

classification strategy and this can be utilized for additional 

advancement of on location ongoing soil classification 

utilizing autonomous point of interaction. 

 

Fig. 3. System GUI [5] 

R. Pittman, B. Hu et al. [6] introduced a system that is based 

on LIDAR data. The natural covariates of CHM and hole 
division, each got from LiDAR information, were of high 

factor significance when contrasted with other ecological 

covariates for soil surface classification. CHM had the most 

noteworthy variable significance of 7.77 % IncMSE among 

a bunch of 104 covariates, and hole part was as yet in the 
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top indicators with 2.35 % IncMSE for variable 

significance. The extents of the variable significance values 

expanded for CHM and hole part for the diminished 

arrangement of covariates considered significant for the soil 

surface displaying. Covariates connecting with vegetation 
cover had the most elevated variable significance, which 

prove vegetation to be a principle soil arrangement factor 

for the review region. In this manner, CHM is a significant 

pointer for soil surface as CHM connects with the 

vegetation shelter structure. RF and SVM Radial 

methodologies with the consideration of natural covariates 

got from LiDAR information for indicators, produced 

models for soil surface classification with expanded 

exactnesses when contrasted with models from equivalent 

investigations. The exactness accuracy surpassed 0.7, and 

Cohen's kappa scores surpassed 0.5 which demonstrated 

moderate to significant understanding. DSM forecast maps 
for both the RF and SVM Radial models gave practically 

identical outcomes for soil surface classifications that are 

predictable with assumptions for the review region in light 

of land cover type. Of interest for future examinations is to 

decide if natural covariates got from LiDAR information, 

for example, CHM and hole part, have high factor 

significance when applied for other DSM classification 

displaying, for example, for calcareous substrate response to 

corrosive testing or dampness system classification. Hement 

Kumar et al. [7] implemented a system that is based on 

conventional SVM. The features are fundamental for the 
laymen farmers considering the way that these are important 

in developing and can be see with next to no issue. The 

proposed application has more highlights then the current 

framework like supplements of soil, recommended crop list 

and proposed urea. These highlights are vital for the laymen 

ranchers on the grounds that these are helpful in cultivating 

and can be see without any problem. The soil is the only one 

layer of the earth surface which is fundamental for the 

developing, planting and officer administration. The 

developing area is decreasing bit by bit a direct result of 

industrialization and people advancement of any country. It 

is vital to use consistent procedure for developing by using 
latest development like data mining, computerized thinking, 

progressed image dealing with to make market revenue in 

balance.  

 

Fig. 4. HSV & Linear SVM based Soil Classification [7] 

That is the explanation, a couple of researchers have 

proposed a couple of strategies to bunch soil and suggest 

crop. In any case, they assembled the soil similar to salt, fair 

and acidic. These sorts of classifications are not important 

for farmer since it can't be seen by farmers with next to no 

issue.  A. V. Deorankar et al. [8] performed an analytical 

approach for soil classification in the field of machine 
learning. This paper studies the various calculations and 

techniques related with the land classification and in this 

paper, it has been endeavored to recognize a strategy for 

identifying the supplement level in the soil. Natural matters 

assume a fundamental part in soil wellbeing. Employments 

of natural matters are great in séance of expanding water-

holding capacity and to give major, minor, and 

micronutrient to the plant. The great classifier should deal 

with variety in the land. It ought to be various leveled for 

profound classification with most extreme exactness. The 

degree of supplements will be useful for ranchers for the 

further suggestion of manures. Fluffy Logic with a standard 
based framework is profoundly adjusted and can perform 

more precise aftereffects of classification. Then again, 

twofold classification is a fundamental and quick 

methodology, be that as it may, its precision is low when 

contrasted with the fluffy rationale framework. B. 

Bhattacharya et al. [9] proposed a procedure for 

computerizing this classification framework is presented. At 

first, a division estimation is made and applied to area the 

intentional signs. Likewise, the striking features of these 

areas are taken out using limit energy strategy. Taking into 

account the purposeful data and eliminated features to 
designate classes to the sections classifiers are created; they 

use Choice Trees, ANN and Support Vector Machines. The 

method was attempted in requesting sub-surface soil using 

assessed data from Cone Infiltration Testing and adequate 

results were gained. Pramudyana Agus Harlianto et al. [10] 

proposed a Machine learning computation that can be 

applied for automating soil type classification. This paper 

takes a gander at a couple of machine learning estimations 

for organizing soil type. Computations that incorporate 

support vector machine (SVM), neural organization, 

decision tree, and unsophisticated bayesian are proposed and 

studied for this classification. Soil dataset is taken from the 
veritable data. Amusement is constrained by using Rapid 

Miner Studio. The show saw is the precision. The result 

shows that SVM, with the usage of straight limit bit, beats 

the others computations. The SVM best precision is 82.35%. 

P.Bhargavi et al. [11] proposed a utilization of a genetic 

programming system for classification of decision tree of 

Soil data to orchestrate soil surface. The data base contains 

assessments of soil profile data. They have applied GATree 

for creating classification decision tree. GATree is a 

decision tree producer that relies upon Hereditary 

Calculations (GAs). In this paper soil plan is performed 
using GATree, which is a decision tree designer that relies 

upon Hereditary Calculations (GAs). The idea behind it is 

genuinely clear anyway astonishing. Rather than using 

estimation estimations that are uneven towards unequivocal 

trees we use a more versatile, overall estimation of tree 

quality that endeavor to smooth out precision and size. 

GATree offers a few extraordinary features not to be found 

in some other tree inducers while at the same time it can 

make better results for a few inconvenient issues. GATree 
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uses ARFF as its standard source plan. An ARFF record is a 

direct book report that depicts the issue cases and its 

attributes. By pressing the image choice tree button it can 

envision and cross an extreme decision tree. The estimations 

tab on the key screen gives a couple of graphs of the 
headway cycle. Those outlines license us to follow the 

headway cycle dynamically and track down potential issues 

and examples. For example, when the Normal Wellness of 

the general population will overall be identical to the 

Wellness of the best Genome then there is a bad situation 

for extra overhauls. A response here could be to endeavor 

with more ages or more prominent people size. The settings 

tab on the rule screen grants us to control each piece of the 

headway cycle. There are two sorts of settings; Fundamental 

settings and advanced settings depending upon their 

handiness and multifaceted nature. Underneath you can find 

an explanation of the offered decisions for Soil dataset. The 
idea behind it is genuinely fundamental yet inconceivable. 

Rather than using estimation estimations that are uneven 

towards unequivocal trees authors use a more versatile, 

overall estimation of tree quality that endeavor to smooth 

out accuracy and size. GATree offers a few intriguing 

features not to be found in some other tree inducers while at 

the same time it can make better results for a few irksome 

issues. Preliminary outcomes are presented which address 

the presentation of making most ideal decision tree for 

gathering soil surface for soil enlightening assortment. Sk 

Al Zaminur Rahman et al. [12] proposed a model for 
expecting soil plan and giving suitable reap yield thought to 

that specific soil.  

 
Fig. 5. Proposed System Architecture [12] 

The assessment has been done on soil datasets of six 

upazillas of Khulna area. The model has been attempted by 

applying different sorts of machine learning estimation. 

Stashed tree and K-NN shows incredible precision anyway 

among all of the classifiers, SVM has given the most 
significant accuracy in soil classification. The proposed 

model is legitimized by a fittingly made dataset and 

machine learning computations. The soil classification 

accuracy and besides the idea of yields for express soil are 

more fitting than many existing methods. M van Rooyen, N 

Luwes et al. [13] proposed classification of dynamic soils is 

a basic part in primary planning adventures. There is a 

necessity for more exact techniques for classification. This 

paper surveys a handmade machine vision classification 

system. From composing review, Stokes' regulation was 

recognized as a likely approach for the machine vision 

system. Stirs up's states that the estimation squared of a 
particle is clearly comparative with the settling velocity of 

the atom in a fluid. This paper evaluates in the event that a 

power histogram can be used as a marker of settling speed. 

While building the computerized soil classification structure 

using machine vision it is basic to control the lighting 

whatever amount as could be anticipated. The image getting 

box that was fabricated mirrors as negligible light as 

possible inside the situation where the test tests are found. 

The case also hinders outside light from intruding with the 

test. This hinders clashing light in the space of interest and 

is indispensable for solid test results. Care should be taken 
while mixing the soil so it is done as dependably as could be 

anticipated. To assemble a computerized Soil Classification 

Framework using machine vision, one would require 

controls tests for arrangement. Most importantly, a pure 

sand test was used and analyzed by the machine vision 

structure. Tests were mixed by adding definitively 50 g of 

soil to 900 ml of water. Testing was done at room 

temperature (23oC to 25oC) since temperature moreover 

expects a section in the accuracy of the tests. Before testing, 

the mix was predominantly mixed for around 1 second to 

guarantee it was consistently spread all through the 

chamber. The genuine assessment was done using a camera 
mounted at a proper distance with scenery enlightenment 

through the chamber, getting the whole atom settlement 

measure. A greyscale Basler splendid association camera 

was used for picture getting. By using greyscale, a more 

significant standard can be achieved as significant standard 

concealing cameras are impressively more expensive. The 

camera was mounted at a proper distance and point inside a 

remarkably fabricated light check box to restrict upheaval 

from outside sources. Srunitha.k et al. [14] proposed the 

classifications of non-sandy soils are better arranged with 

SVM (through WEKA). Basically all misclassified objects 
are given off near the piece line. Near as far as possible 

Estimations spotted as consistently boisterous and therefore 

can be reasoned that the organization of classifiers was 

extraordinary. With more data and soil science space 

unequivocal stunts, the potential for applying machine 

sorting out some way to soil property assumption would no 

doubt be supported. It can achieve a 95% precision rate for 

requesting. Parallel classifier is used to direct on the off 

chance that the soil sort is sandy. Support vector machine 
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(SVM) do the gathering of the non-sandy soil. The soil sorts 

are better portrayed here (with WEKA). Larger piece of the 

misclassified objects are moved near the segment line. Near 

as far as possible Estimations spotted as habitually 

uproarious and thusly can be presumed that the 
establishment of the classifiers was surprising. 

 

 
Fig. 6. System’s GUI  [14] 

Classification of soil is the breaking down to soil sets to 

explicit social occasion having a like characteristics and 

equivalent propensities. For all intents and purposes all that 
countries do thing exchanging, in which those countries 

conveying higher cultivating thing are particularly depend 

upon the soil credits. Therefore, soil ascribes recognizing 

evidence and classification is particularly huge. ID of the 

soil type helps with avoiding green thing sum hardship. A 

classification for planning reason should be established 

transcendently on mechanical properties. This paper 

explains support vector machine based classification of the 

soil types. Soil classification consolidates steps like picture 

getting, picture pre dealing with, feature extraction and 

classification. The surface features of soil pictures are 
removed using the low pass channel, Gabor channel and 

using concealing quantization procedure. Mean 

plentifulness, HSV histogram, Standard deviation are taken 

as the quantifiable limits. 
 

Table No. I Problem Findings & Comparison 

 
Author/s  Method Findings Accuracy 

Shraddh

a Shivha

re et al.  

[4] 

Gabor &  

SVM 

Based on Linear Classifier 

Not effective for Non-Linear  

Data 

97.12 % 

Vijay E 

V et al.  

[5] 

 

Modified-  

SVM 

Based on Modified Linear Class

ifier 

Not effective for Non-Linear  

Data 

96.77 % 

R. Pittm

an, B. H

u et al.  

[6] 

LIDAR Based on Light Detection 

Less effective for texture  

analysis 

79.50 % 

M van R

ooyen, N

 Luwes [

13]  

SVM Implementing custom software  

to implement a complete  

machine vision solution is  

unnecessary and can take month

 to complete.  

- 

Srunitha.

k et al.  

[14] 

HSV-SVM Based on HSV color model  

Recognition using color is not  

effective for better precision  

before classification 

95.00 % 

Shravani

 V1, Uda

y Kiran 

S2 [15]  

Naïve Bayes System uses Naive Bayes  

classifier for classifying soil but 

Naive Bayes is suitable to linear

 data but not suitable for non lin

ear data.  

92.93 % 

 

III. CONCLUSION 

The paper reviewed previously proposed systems their 
methodologies. Many researches are related to the SVM, 

Modified SVM, GATree, Naïve Bayes, HSV-SVM and 

many more. Yet, there is no proper model for texture 

extraction, rather than that it tends to be accomplished 

through examples alongside different pre-processing 

models. The extraction of information from considered and 

requested soil maps by needed end-clients have extended of 

late in light of the tremendous cost related with the 

classification and illustrating of such soils by the singular 

clients, and is moreover a dreary cooperation. In specific 

models, the end clients don't appreciate the procedures that 

were used in making the aides, the botches related with it 
and the normal furthest reaches of utilization. Data 

throughout the years has shown that evaluations contained 

in a few soil maps are not astounding considering the way 

that they are typically established on limited data and 

confined information. To perceive that soil maps are not 

freed from bungles, the weakness in the assessments may be 

tended to with botch restricts that depict the precision of the 

aide. Of late further evolved procedures have been given 

high precision of accuracy, including the usage of phony 

neural associations, far away recognizing and 

photogrammetric techniques, got together with geographic 
information system (GIS). Regardless, research has shown 

that, traditional soil survey endures as the most well known 

kind of soil arranging and stock. The need subsequently 

arises to arrange and revive instead of neglect the standard 

soil survey methodology for present day inclusion 

techniques. The framework can be improved in future by 

carrying out it with various methods and channels, which 

might secure great precision and insignificant deception 

rate. Since according to the ideal framework, precision is a 

significant boundary, for that reason exactness of framework 

can be upgraded in future with various methods or channels. 
System requires better classification and pre-processing 

model through better accuracy can be achieved and proper 

investigation can be performed.   
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